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ABSTRACT: High-resolution observations have demonstrated the presence of strong time-mean near-surface wind
convergence (NSWC) anchored across oceanic frontal zones, such as the western boundary currents. Initial analyses
appeared to show a close association between this time-mean NSWC and time-mean properties of the underlying sea
surface temperature (SST), such as the gradients and second derivatives (e.g., Laplacian of SST), acting through pressure-
adjustment and vertical-mixing mechanisms. However, a series of recent papers have revealed the instantaneous NSWC to
be dominated by atmospheric fronts and have suggested the importance of air–sea processes occurring instead on shorter,
synoptic time scales. In this paper, using the ERA5 reanalysis dataset in the Gulf Stream region, we aim to reconcile these
viewpoints by investigating the spatial and temporal dependence of NSWC and its relationship to SST. It is revealed that
while atmospheric frontal processes govern the day-to-day variability of NSWC, the relatively weak but persistent pres-
sure-adjustment and vertical-mixing mechanisms provide lower-frequency modulations in conditions both with and without
atmospheric fronts. In addition to their temporal characteristics, each mechanism is shown through spectral analysis to
dominate on specific spatial scales. In light of recent work that has tied remote atmospheric responses to NSWC anomalies
in western boundary current regions, these results emphasize the importance of oceanic frontal zones for atmospheric
variability on all spatiotemporal scales.
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1. Introduction

This paper addresses near-surface convergence and associ-
ated quantities over a region of the extratropical ocean, revis-
iting proposed linkages to SST. Whereas theories for the
response of surface convergence and precipitation to tropical
SST have been available for many decades (e.g., Matsuno
1966; Gill 1980; Lindzen and Nigam 1987; Stevens et al. 2002;
Sobel and Neelin 2006; Back and Bretherton 2009; Maloney

2009; de Szoeke and Maloney 2020; Duffy et al. 2020), theo-
ries for extratropical response to SST have been slower to
emerge, and numerical and observational results are often
hard to interpret because of the compounding influence of
weather “noise” (reviewed in Kushnir et al. 2002; Czaja et al.
2019; Seo et al. 2022).

Despite this, the possibility of a deep response to extratrop-
ical SST was raised by Minobe et al. (2008), who identified
near-surface convergence and strong vertical motion through-
out the troposphere, high frequency of deep cloud, and pre-
cipitation over the warm Gulf Stream current, and similar
findings were found for the Kuroshio Extension (Tokinaga
et al. 2009). A consequent far-reaching, downstream response
(e.g., via large scale Rossby waves) has also been discussed
(Hand et al. 2014; Wills et al. 2016; Lee et al. 2018; Siqueira
and Kirtman 2016). Minobe et al. (2008) hypothesized that
the deep motion resulted from a response of the atmosphere
to SST, via the so-called pressure-adjustment mechanism,
which links SST to sea level pressure (SLP) via warming and
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moistening of the boundary layer. This was inferred from a
spatial resemblance between the following fields: Laplacian of
SST, negated (2=2SST; hereafter the =2 symbol is used for
references to Laplacians), =2SLP, near-surface wind conver-
gence (referred to here as NSWC), and precipitation. This
was seen for long-term annual means in satellite and reanaly-
sis data. The hypothesis was expanded upon by Minobe et al.
(2010), Kuwano-Yoshida et al. (2010), and Takatama et al.
(2015), with apparent confirmation from satellite data of inte-
rior air temperature by Shimada and Minobe (2011). The
Minobe et al. (2008) hypothesis was related to earlier theoret-
ical work on boundary layer–free troposphere coupling by
Feliks et al. (2004, 2007), who explored the impact of vertical
motion driven by =2SST on a quasigeostrophic free tropo-
sphere. (The latter papers also suggested the presence of an
upper tropospheric jet roughly parallel to the ocean front.)

Another process driving wind response to mesoscale SST is
the vertical-mixing mechanism (Hayes et al. 1989; Xie et al.
1998; Chelton et al. 2001) by which surface wind speed is in-
creased (decreased) over warm (cold) SST due to turbulent
momentum fluxes acting on an upper boundary layer jet. Evi-
dence of this mechanism being active over the Gulf Stream
has been presented in Chelton et al. (2004) and O’Neill et al.
(2017). Response times for this process and the pressure-
adjustment mechanism are expected to be short, a few hours
to a day, to affect the boundary layer structure (Schneider
and Qiu 2015; Seo et al. 2022).

Since the work of Minobe et al. (2008), it has been recog-
nized that different processes shape the synoptic-time-scale
atmosphere response to the Gulf Stream than for the long-
term mean, and the importance of the pressure-adjustment
mechanism has been questioned. Perhaps the first paper to ex-
pand on the Minobe results was Brachet et al. (2012), who sepa-
rated sub-10 day and longer time scales and found different
processes dominating the response in SLP. Specifically, they
separated the Laplacian of SLP (=2SLP) into two components:

=2SLP 5 az850 2 b=2TBL, (1)

where TBL is the temperature in the boundary layer and z850 is
the geostrophic vorticity at 850 hPa, and a and b are constants
(derived from Feliks et al. 2004, 2007). Using an atmospheric
general circulation model with a relatively fine atmosphere
grid of around 50 km, they found that the boundary layer tem-
perature component [second term on the right-hand side of
Eq. (1)] dominates at long time scales, but at short time scales,
the geostrophic vorticity due to synoptic variability [first term
on the right-hand side of Eq. (1)] dominates. The pressure-
adjustment mechanism has also been shown to operate on pe-
riods as short as 2–3 weeks by Nelson and He (2012).

Subsequently, a series of papers examined the Minobe et al.
(2008) hypothesis in more detail, focusing on the role of synop-
tic transients. Parfitt and Czaja (2016) noted that the time-mean
vertical motion field was not a typical state of the atmosphere
over the Gulf Stream, and at any given time, the vertical motion
is dominated entirely by the strong upward and downward mo-
tions associated with synoptic weather. Meanwhile, O’Neill et al.
(2017) showed that the pressure-adjustment model cannot

explain the daily occurrence of these surface convergences or
divergences, since, on rain-free days, there is dominant surface
divergence even though the Laplacian of SST field would indi-
cate NSWC via the pressure-adjustment mechanism. Further,
from analysis of daily data, there was found to be negligible sen-
sitivity of the sign of the surface divergence field to the sign of
=2SST. Results presented on the relationship of =2SST to the
divergence field in the presence of rain were debated by
Plougonven et al. (2018) and O’Neill et al. (2018).

O’Neill et al. (2017) further propose that NSWC (and pre-
cipitation) over the Gulf Stream is due to the collocation of
the midlatitude storm track and the Gulf Stream (Hoskins
and Hodges 2002; Booth et al. 2010), with NSWC occurring
when wind flows from warm water toward cold (i.e., toward
the north if the Gulf Stream was oriented zonally after sepa-
rating from the coast) and generally associated with synoptic
storms. Parfitt and Seo (2018) went further to suggest that the
time-mean surface convergence is actually a residual of atmo-
spheric fronts, embedded within the synoptic storms, and
illustrated that their removal from the time-mean results in
only weak divergence. A possible interpretation of this series
of papers is that the time-average boundary layer response
due to pressure adjustment is unimportant to convergence
over the Gulf Stream.

The main hypothesis of this new work is that the NSWC is
a combination of internal atmospheric dynamic processes
(such as fronts), as well as SST–boundary layer effects, with
these processes dominating in different parts of wavenumber–
frequency space. Note that this is different from the conclu-
sions of some of the papers reviewed above, which tended to
attribute the NSWC exclusively to just one of the mechanisms.
It can, however, be considered an expansion upon Brachet
et al. (2012), who identified the joint importance of synoptic
variability and boundary layer processes.

Thus, the aim of the paper is to reconcile and quantify all
the various proposed mechanisms for Gulf Stream NSWC,
and to investigate the time- and space-scale dependence of
mechanisms. The novelty of this work is that we will use a
variety of diagnostics and metrics to assess the role of each
process that has been proposed, including whether they can
work concurrently, or at different scales. This should enable
us to synthesize previous findings. After describing the meth-
ods and data in section 2, time variability is discussed in
section 3, followed by an interpretation of the time mean in
section 4 and presentation of the vertical structure and precip-
itation in section 5, and finally, discussion and conclusions.
The focus is on the winter season, and December in particu-
lar, when synoptic variability is strong, but note that the long
time series analysis of section 3 uses data from all months of
the year.

2. Methods and data

a. Datasets

The state-of-the-art atmosphere reanalysis ERA5 (Hersbach
et al. 2020) is used here due to its use of observational data,
dynamical consistency, and high resolution. ERA5 has a fine
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model grid spacing of 31 km(spectral TL639), and 137 levels in
the atmosphere. Data assimilation is a 4D VAR ensemble.
Among the many datasets ingested are satellite scatterometer
near-surface winds. Prior to September 2007, the boundary SST
is from HadISST2.1.0.0 on a 0.258 grid, and afterward from the
Operational Sea Surface Temperature and Sea Ice Analysis
(OSTIA) (0.058 grid; Donlon et al. 2007). ERA5 uses an up-
graded Tiedtke (1989) scheme to parameterize convection. The
methods described below are applied to hourly ERA5 data
with derived statistics such as monthly mean and monthly
median. A 0.258 gridded version of ERA5 is used.

It may be questioned whether ERA5 can resolve the fea-
tures of interest in this study, since, for example, atmosphere
fronts have cross-front scales of ;100 km and ocean eddies
can have scales below 100 km, both of which will only be
“permitted” by an atmosphere model with the grid size of
ERA5. However, we found that atmosphere fronts are well
represented (Fig. S1 in the online supplemental material)
and mesoscale boundary layer effects are also clear (Fig. S2)
compared to satellite data such as the Quick Scatterometer
(QuikSCAT) dataset and the Cross-Calibrated Multi-Platform
dataset [CCMPv3; earlier versions are described in Atlas et al.
(2011) and Mears et al. (2019)]. This suggests that the assimila-
tion of datasets, especially satellite scatterometry, is helping to
represent the features of interest that would otherwise be only
partly resolved by a free-running model. However, despite the
qualitative agreement between ERA5 and QuikSCAT in the
cases shown in Figs S1 and S2, a more thorough comparison
performed in Masunaga and Schneider (2022) for daily data
from 2003 to 2008 revealed that ERA5 underestimated the
wind response to SST by 20%–30% on average.

b. Analyzing the SST influence across different spatial
and temporal scales

The main tool used for assessing variability and covariability
in this paper is spectral analysis in wavenumber and frequency
space. This method allows one to identify the key scales in
time and space where signals are strong and/or related. In con-
trast, other methods such as time–domain correlations essen-
tially average over all frequencies and will not clearly show the
effect of a covariability between variables occurring in a nar-
row range of frequencies. (It is similar for spatial correlations
that average over all wavenumbers.) The spectral approach
avoids the requirement for prefiltering to show signals of inter-
est via correlation.

To infer the influence of SST fronts in the NSWC across dif-
ferent spatial and temporal scales, we contrast zonal–temporal
(Hovmöller) diagrams of the considered quantities for zonal
sections. The Hovmöller diagrams are also used to compute
the cross-spectral statistics such as the magnitude-squared coher-
ency (g2XY) and phase factor (uXY) between the mentioned
quantities as a function of both zonal wavenumber and fre-
quency, to analyze how they are linearly related over scales be-
tween about 40 and 5000 km and between 2 h and 15 months.

For the spectral analysis of section 3c, we define anomalies
by removing the zonal average from 748 to 108W, and further
remove the long-term mean, the linear trend, and the seasonal

cycle at each point (composed of annual and semiannual com-
ponents). For this, a time record of the period 1979–2018 is
used, for latitude 408N, which passes through the band of time-
mean convergence over the Gulf Stream (Minobe et al. 2008),
and a zonal extent from about 748 to 108W, which spans the
Atlantic. (The full Atlantic width allows for analysis of longer
signals than if only the western boundary were used.) Data from
all calendar months are used. The resulting anomaly diagrams
are then subdivided into approximately 17.5-month-long seg-
ments with a 50% temporal overlap, which are then Fourier
transformed to obtain an ensemble containing 54 realizations of
the spectrum of each quantity. These are used to compute the
power spectral density of each quantity, and the cross-spectral
density between pairs of quantities, defined following Bendat
and Piersol (1986) as

GXX(k, v) 5
2
LT

h|X̃ (k, v)|2i,

GYY(k, v) 5
2
LT

h|Ỹ(k, v)|2i, and

GXY(k, v) 5
2
LT

hX̃ *(k, v)Ỹ(k, v)i,

where GXX and GYY are the power spectral densities of the
signals X and Y, and GXY is their cross-spectrum, the tilde in-
dicates the Fourier transform to the zonal wavenumber and
frequency domains (k and v, respectively), L and T refer to
the length of the zonal wavenumber and frequency domains,
respectively, and the angle brackets represent ensemble averages
over the 54 realizations of the enclosed quantities. Here, the
phase factor uXY is defined as the phase of the cross-spectrum,
whereGXY 5 |GXY |exp(2 iuXY).

Using the spectra above, the squared coherency can be com-
puted as

g2XY 5
|GXY |2

GXXGYY

:

The squared coherency varies from zero to one and measures the
fraction of the variance in signal Y that can be explained by X at
a given spectral coordinate. In turn, the phase factor shows the
phase relationship between two signals, with absolute angles
equal to 08 indicating that fluctuations inX andYmore frequently
display the same sign, equal to 908 indicating that the signals are
in quadrature with each other, and equal to 1808 indicating that
fluctuations in each signal more frequently show opposite signs.
Note that, as the phase speed c5 v/k links time and space varia-
tions, two highly coherent signals at a specific zonal wavenumber
and frequency will have the same phase speed. For the 908 phase
case, this means that one variable is spatially located one-quarter
wavelength from the other, and the time difference of their peaks,
that is, lag in time, is 1/4 time period.

c. Supporting methods and illustrations

1) BOUNDARY LAYER METRICS

This paper also uses metrics that are well established in the
literature as providing insight on boundary layer and frontal
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processes: the divergence field at 10 m, referred to here as
the near-surface divergence field (e.g., Chelton et al. 2001),
=2SST, the Laplacian of air temperature at 2 m (referred to as
T2m, so =2T2m) and of SLP (=2SLP; Lindzen and Nigam
1987; Feliks et al. 2004, 2007; Minobe et al. 2008), and down-
wind SST gradient (e.g., Chelton et al. 2001; O’Neill et al.
2003). Further, the divergence field and vertical motion at dif-
ferent vertical levels in the boundary layer and free tropo-
sphere are investigated. Note that in this paper, “divergence
field” refers to the whole field including regions of different
sign (i.e., convergences and divergences), whereas specific cases
of one-signed “convergence” (such as NSWC) or “divergence”
are referred to without use of the word “field.”

2) ATMOSPHERE FRONT METRICS

Instantaneous snapshots are also used for illustration, incor-
porating atmospheric frontal masking. Surface atmospheric
fronts are objectively identified in this study at 900 hPa, as
recommended by Hewson (1998), using the “F” diagnostic or
“T” diagnostic (Parfitt et al. 2017). The F diagnostic is defined
as the product of the horizontal temperature gradient =T and
relative vorticity z, normalized by the Coriolis parameter f at
the relevant latitude and a typical horizontal temperature
gradient, that is, F 5 |=T|z/(f |=T|o). It is noted that this partic-
ular combination of variables is known to aid specifically in the
identification of the associated frontal rainband (Solman and
Orlanski 2010) and is thus ideally suited for this analysis. In
addition, a minimum length criterion on each atmospheric
front of 500 km is imposed. In contrast, the T diagnostic is de-
rived purely from a function of temperature gradients (Hewson
1998).

For some spatial maps presented in this manuscript, we em-
ploy correlation methods (Pearson’s correlation coefficient)
in space to make an assessment of two fields in terms of one
single number (also known as pattern correlation).

In section 4, a spatial filter is applied to the divergence field,
which uses a box-car filter of full-width 58, with land points
excluded.

3. Variability of the divergence field in time and space

a. Case studies from December 2018

We start by illustrating the contrasting pictures that emerge
from viewing time-averaged data (monthly here) compared
with instantaneous data from December 2018. Starting with
the monthly mean case (Fig. 1), the SST field shows the warm
core of the Gulf Stream separating from the coast at Cape
Hatteras (blue box in Fig. 1a) and heading east; farther down-
stream, the flow, which now has a less well-defined core, me-
anders and then turns northeastward (red box in Fig. 1a).
Signatures of mesoscale eddies and filaments can be seen
more clearly in the =2SST field (e.g., red box in Fig. 1b), and
similar spatial structures in this region are seen in other fields
(Figs. 1c–f). It is notable that some features in the divergence
field (Fig. 1f) relate to =2SST (Fig. 1b) and to =2T2m (Fig. 1c)
(such as in the red box in Fig. 1), but not all (e.g., in the blue
box of Fig. 1, the NSWC over the Gulf Stream is much
broader than the negative =2T2m and =2SST). Meanwhile,
=2T2m is very similar in spatial pattern to =2SST but has a re-
duced amplitude. The pattern correlation r between the near-
surface divergence field and the various other fields for the
domain of Fig. 1 is shown in the panel titles. Both for =2SST

FIG. 1. One-month average fields for December 2018. (a) SST (shading and contours), (b) Laplacian (SST), (c) Laplacian (T2m),
(d) Laplacian of sign-reversed SLP, (e) downwind SST gradient, and (f) near-surface wind divergence field, all from ERA5. Data have
been smoothed with a 9-point local 2D smoother for plotting. In (b)–(f) SST(8C) contours are added: 228, 238, 248, and 258C (all solid)
show the Gulf Stream warm core; 198, 208, and 218C (dashed) indicate a single front of temperature, with some meandering and eddies,
see (a). For (a)–(e), the pattern correlation r with near-surface divergence is indicated in the title. Note that Fig. S3 shows these fields with-
out contour overlay, as the contours can obscure the shaded field.
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and =2T2m, r 5 0.23. The pattern of sign-reversed =2SLP is
similar to that of the divergence field (r5 0.5). The downwind
SST gradient also shows similar structures to =2T2m and to
the near-surface wind divergence field (r 5 0.59), although
the downwind SST gradient is more positive signed, which
would encourage wind divergence under the standard verti-
cal-mixing argument (Chelton et al. 2001). Thus, consistent
with previous work (Minobe et al. 2008), monthly mean fields
partly show the influence of mesoscale ocean structure on the
divergence field. It is worth noting, however, that many fea-
tures in the divergence field do not have an obvious corre-
spondence with =2SST or the downwind SST gradient, such
as in the region south of the SST front between 758 and 558W
where there is strong convergence but the SST gradients are
very weak.

In general, features in the divergence field appear to be
broader than those in =2SST, =2T2m, and the downwind SST
gradient, which may be due to advection processes in the at-
mosphere boundary layer smoothing out the surface signal
but could also be due to the influence of other processes, such
as atmosphere fronts (see section 4).

An instantaneous snapshot from 7 December 2018 (Fig. 2)
shows characteristics very different from the monthly mean.
The date and time were chosen to illustrate typical conditions
in winter, with long atmosphere fronts in the North Atlantic
associated with synoptic storms. A larger domain is shown in
Fig. 2 to illustrate the synoptic context. For reference, the
near-surface wind divergence field is shown (Fig. 2c) and a
frontal mask [Fig. 2f; using the F diagnostic of Parfitt et al.
(2017)]. The =2T2m (Fig. 2b) shows structures also seen in the
divergence field (i.e., the atmosphere fronts; see black arrows

and red arrows), and the pattern correlation over this large do-
main is r5 0.21. The divergence field and =2SST have no obvi-
ous spatial relationship in this instantaneous view (r 5 0.02).
This is consistent with the finding from O’Neill et al. (2017),
based on conditional analysis of high-frequency data, that the
sign of =2SST did not determine the sign of near-surface diver-
gence. Sign-reversed =2SLP (Fig. 2d) also shows atmosphere
front signatures (r 5 0.51). Meanwhile, the downwind SST
gradient (Fig. 2e) shows maximum magnitude in the ocean
front region, as expected, and also shows wide bands of alter-
nating sign that likely correspond to changing wind direction
in sectors of storms. Its pattern correlation with near-surface
divergence is r5 0.16.

More detail on the instantaneous fields in Fig. 2 is provided
in the close-up Fig. S4, which covers the smaller domain of
Fig. 1. This reveals that in addition to showing atmosphere
front signatures, =2T2m has hints of a spatial structure similar
to =2SST in parts of the domain, but not as obvious as in the
monthly mean.

These two examples (monthly average and snapshot) con-
firm the findings of Minobe et al. (2008) that NSWC is related
to mesoscale SST on long-term averages, but also confirm the
finding of O’Neill et al. (2017) and Parfitt and Seo (2018) that
the instantaneous or high-frequency view is dominated by ex-
tremes occurring in atmospheric systems. The strong relation-
ship of fields like the divergence field and =2T2m are clearly
seen in animations of hourly data (see supplemental material)
and also in the subsequent analysis. But what about the rela-
tionship of =2SST to the divergence field in the monthly mean
(Fig. 1) or longer time scales? Is this purely coincidental? This
question is explored in section 4a below. In the remainder of

FIG. 2. Hourly snapshot from December 2018 (0000 UTC 7 Dec 2018). (a) Laplacian (SST), (b) Laplacian (T2m), (c) near-surface wind
divergence, (d) Laplacian of sign-reversed SLP, and (e) downwind SST gradient, all from ERA5. (f) Atmosphere frontal masks are shown
for the same time stamp [red indicates presence of a front according to the F diagnostic of section 2c(2)]. Arrows point to atmosphere
front signatures. For (a), (b), (d), and (e), the pattern correlation r with near-surface divergence is indicated in the title. The box in
(a) shows the domain used for Fig. 1.
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this section, spatiotemporal variability of the divergence field
and related fields is explored in more detail.

b. Hovmöllers: Dependence on time scale

Hovmöller diagrams at 408N (Fig. 3) are next shown for a
2-yr segment (2017–18). Note that these data have the sea-
sonal cycle and trend removed but are otherwise unfiltered.
The near-surface wind divergence field is quite noisy, with a
lot of high-frequency activity, as expected (Fig. 3a). Many syn-
optic and frontal effects appear as near-horizontal features,
although there is also a hint of a slow modulation (near verti-
cal striations in Fig. 3a). In contrast, the downwind SST gradi-
ent (Fig. 3b) and =2SST (Fig. 3c) fields have a very different
character from the divergence field, and are dominated by
slower modulations focused on the western half of the domain
(the ocean frontal region), which again appear as near-vertical
striations.

A close-up for the month of December 2018 (Fig. 4) shows
more detail of the wind divergence field variability. The syn-
optic and frontal effects appear now as propagating features
in the divergence field, but close inspection reveals an under-
lying near-vertical feature in Fig. 4a. The downwind SST gra-
dient (Fig. 4b) mostly comprises near-vertical stationary

features in the western basin, but note that rapid changes in
sign of these features occur due to changes in wind direction
associated with atmosphere fronts. The downwind SST gradi-
ent does not have strong signals east of 408W, contrasting
with the bands of strong NSWC in the eastern domain. The
=2SST field (Fig. 4c) shows slow variability, while =2T2m
shows both the rapidly propagating features across the do-
main and near-vertical structure (Fig. 4d), thus combining the
effects of atmosphere fronts and slower SST variability.

The slow modulations are seen more clearly in Hovmöller
diagrams for two years of low-pass data [using a 10th-degree
Butterworth filter with a half-power cutoff time scale at
30 days (Fig. 5)]. Now all fields show similar overall structure,
including relatively stronger signals west of 408W. The diver-
gence field (Fig. 5a) still has remnants of the synoptic features
(near horizontal), which are also hinted at in the downwind
SST gradient. This is suggestive of atmosphere fronts leaving
a residual when averaged over 30-day time scales, while the
rest of the storm structure is removed with the time averaging.
The divergence field shows more variability compared to the
other fields in the eastern half of the domain (east of 408W).
=2T2m shows features also seen in =2SST and similar struc-
tures to the downwind SST gradient (Figs. 5b–d).

FIG. 3. Hovmöller at 408N, showing two years of data, 2017 and 2018, labeled by quarter (Q1–Q4) and year. The data have the long-
term trend and seasonal cycle removed but are otherwise unfiltered. (a) Near-surface wind divergence (1025 s21). (b) Downwind SST gra-
dient [K (100 km)21]. (c) Laplacian of SST (1029 K m22).
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c. Wavenumber–frequency spectral analysis

The previous illustrations of relationships between variables
are now better quantified using wavenumber–frequency spec-
tral analysis. This method is able to detect the time and space
scales of covariability between pairs of variables of interest

(Figs. 6 and 7). (The reader is reminded that all calendar
months are used for this analysis, not just winter.) In general,
robust signals are indicated by smoothly varying coherence and
phase values in wavenumber–frequency space, while nonrobust
signals typically appear with low coherence (e.g., white colors
on top row of Figs. 6 and 7) and noisy phase relationships.

FIG. 4. As in Fig. 3, but a close up for December 2018. For reference, the Laplacian (T2m) is added in right panel (1029 K m22).

FIG. 5. As in Fig. 3, but for 30-day low-pass filtered data at 408N, and with the Laplacian (T2m) added at right.
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The most robust relationship at all time scales is that be-
tween the near-surface wind divergence field and sign-reversed
=2SLP (Figs. 6d,h) with coherence at all except the shortest
space scales (,100 km, which may be partly due to features at
this scale being less well resolved by the ;31-km grid of
ERA5). This robust relationship is represented both in Ekman
dynamics (discussed in, e.g., Joyce et al. 2009; O’Neill et al.
2017) and also in the pressure-adjustment mechanism
(Lindzen and Nigam 1987; Minobe et al. 2008) using Rayleigh
friction.

For other pairs of variables, coherence is significant only in
restricted regions of wavenumber–frequency space (Figs. 6
and 7). The =2SST mainly affects other variables for time scales of
10 days or more. At these longer time scales, it is strongly coher-
ent and in phase with =2T2m over most spatial scales (Figs. 6b,f).
In contrast, =2SST only affects =2SLP (Figs. 6c,g) and the near-
surface divergence field (Figs. 6a,e) for a narrow range of spatial
scales (;250–1000 km, corresponding approximately to ocean
mesoscales) and is strongest for 30-day periods and longer. The
phase relationship between =2SST and the near-surface diver-
gence field in this region is between 08 and 908.

As expected from Figs. 1 and 2, and Figs. 4 and 5, =2T2m is
coherent with the near-surface divergence field and with
=2SLP, on time scales of 1 day or more, but most strongly for
30 days and more, particularly in the mesoscale ocean spatial
scales (Figs. 7a,b,e,f). The phase relationship between =2T2m
and the near-surface divergence field in this region is close to

908 (Fig. 7e). Further, sign-reversed =2SLP and the diver-
gence field are about 458 phase related in this region, instead
of the expected 08 (Fig. 6h). (The role of advection in the
momentum equations may explain some of these lags.) The
robust relationship between =2SLP and =2T2m (Figs. 7b,f)
is indicative that either the temperature in the boundary
layer is the dominant influence on SLP (at longer time
scales) or that T2m is vertically coherent with the air tem-
perature at upper levels (likely on shorter time scales, e.g.,
in atmosphere fronts).

The coherence between the downwind SST gradient and
the divergence field is somewhat similar to that between
=2T2m and the divergence field, with larger values for time
scales of 30 days and more, while the phase relationship for
the former pair is nearer to 08 (Figs. 7c,g). This confirms and
extends the finding from Fig. 1 that the three fields (divergence,
downwind SST gradient, and =2T2m) are related spatially on
30-day time scales. Meanwhile, =2T2m and the downwind
SST gradient are themselves closely linked (Figs. 7d,h), as
shown by Foussard et al. (2019). At high wavenumbers and
low frequency (e.g., ocean mesoscale), they are 908 out of
phase, as can happen if =2T2m overlies =2SST (Foussard
et al. 2019; e.g., in the special case of flow perpendicular to a
linear ocean front). However, at higher frequencies (e.g.,
for 1–10 days), they are in phase. This may relate to T2m
lagging SST under strong winds under the effect of thermal
advection.

FIG. 6. Results of spectral coherence analysis in wavenumber and frequency space at 408N. The pairs of variables being analyzed are
labeled at the top of each column. Note that SLP is sign reversed as in Figs. 1 and 2. (top) Squared coherency (range from 0 to 1) and
(bottom) the phase relationship (from 08 to 1808, with 08 implying in phase, 1808 is out of phase). Axes show frequency (left axis) and
period (right axis), and zonal wavenumber (bottom axis) and wavelength (top axis). In some panels, circles are used to highlight regions of
enhanced coherence. The curved black line in each panel is the dispersion relations for oceanic, first-mode baroclinic Rossby waves. The
straight black line marks the nondispersive wave limit.
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4. Decomposition and forcing of the time-mean
divergence field

a. Decomposition of time-mean divergence field

The previous section focused on time and space vari-
ability, but some of its results are relevant to long-term

time means. We present here a possible decomposition
of the monthly mean near-surface divergence field and
illustrate it in Fig. 8 for December 2018. The mean near-
surface wind divergence field for that month is shown
in Fig. 8f for reference. The decomposition is given as
follows:

FIG. 7. As in Fig. 6, but for different pairs of variables, as labeled at the top of each column.

FIG. 8. A possible decomposition of the monthly mean near-surface wind divergence field for December (2018). (a) The difference be-
tween mean and median wind divergence for that month. (b) The median, (d) low-pass spatial filter of the median wind divergence field,
and (e) high-pass spatial filter of the median. (c) The atmosphere frontal frequency (as a fraction of 1) using the T diagnostic is shown for
comparison. (f) The mean near-surface divergence for the month. The arrowed feature in (a) is discussed in section 6c.
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Time-mean divergence field 5 1) NSWC due to large-
amplitude high-frequency events, leaving an imprint in the
mean 1 2) large-scale divergence 1 3) small-scale, boundary
layer forced response to SST. This is not a traditionally de-
fined decomposition but instead serves to indicate the major
types of processes that drive the time mean. It may alterna-
tively be written as 1) extremes 1 2) large-scale residual 1 3)
small-scale residual, where here residual refers to the field ex-
cluding extremes.

Term 1: The NSWC due to large-amplitude high-frequency
events is represented by the difference between the mean
and median wind divergence field (Fig. 8a). [This simple
metric was motivated by the analysis of O’Neill et al.
(2017) showing large differences between the two statis-
tics.] The field is almost exclusively negative, that is, indi-
cating convergence, consistent with the strongly skewed
nature of the divergence field (O’Neill et al. 2017). The field
also shows a number of “streaks” and a clustering of fea-
tures over the Gulf Stream (see also the corresponding field
for December 2016, in Fig S5, which shows other notable
examples of streaks). This appears to be a combination of
storms and fronts propagating through the domain, and sta-
tionary fronts. In other words, these are the extreme, atmo-
sphere frontal events that do not cancel out in the time
mean, and they shift the mean toward negative values com-
pared to the median (Parfitt and Czaja 2016; O’Neill et al.
2017). [There is some spatial similarity between the mean
minus median metric and the frequency of atmosphere
fronts as measured by the T diagnostic (section 2c) as seen
in Fig. 8c; for comparison, the frequency as measured by the
F diagnostic is shown in Fig. S6.] Note that viable alterna-
tives to the simple “mean minus median” metric are, for
example, two-standard-deviation events (O’Neill et al. 2017)
or atmosphere front identifications (Parfitt et al. 2017).
The remaining contribution (the median, i.e., time mean

minus term 1) is shown in Fig. 8b, and it can be further
divided into two components, terms 2 and 3.

Term 2: The large-scale divergence field is represented by a
low-pass spatial filter (see section 2c) of the median diver-
gence field (Fig. 8d). In most of the region south of
Greenland and to the west of the United Kingdom, the
divergence field is positive, with an enhancement off the
U.S. East Coast. As pointed out by O’Neill et al. (2017),
the typical surface conditions in the region are divergent;
indeed, much of the southern half of the geographical re-
gion shown in Fig. 8 is under the climatological subtropical
high. For the region further north and under the midlati-
tude storm track, the divergence comes from intervals be-
tween cyclonic systems and fronts, for example, transient
anticyclones. Note that the enhanced large-scale diver-
gence off the U.S. East Coast may relate to the cold SST
inshore of the Gulf Stream, or it could be a land–sea
boundary effect. This aspect is not pursued further here.

Term 3: We hypothesize that the boundary layer–forced re-
sponse to SST is represented by the high-pass spatial filter
of the median divergence field (Fig. 8e). This field shows
fine structures related to the ocean front, which will be

considered in more detail in section 4b. Note that al-
though bands of convergence are seen associated with the
Gulf Stream in Fig. 8e, there are also regions of strong di-
vergence. This makes the point that the boundary layer
response is not causing the overall broad NSWC over the
Gulf Stream and instead, it is modifying it with a fine-scale
structure that in some regions will enhance convergence
and in others will reduce convergence. (i.e., when term 1
and term 3 are summed).

The results above apply to a one-month mean; it may be
asked if the long-term, multiyear mean is similar. We do not
explicitly show a longer-term result here but can infer the
expected result from the work of O’Neill et al. (2017), which
analyzes the long-term mean and other statistics from 10 years
of the QuikSCAT record. A similar decomposition to that
above is shown in their Figs. 5 and 11. Specifically, they apply
a filter to identify events that are larger in amplitude than two
standard deviations (referred to as a 2s filter) with a similar
purpose to our mean minus median field. Thus identified, the
contribution of their extremes is a reasonably broad region
of NSWC centered on the Gulf Stream, while the residual is
a large-scale field of divergence. When the residual is sepa-
rated into spatial high and low passes, they obtain similar
results to ours, with the low pass being mainly divergent
but the high pass having a small-scale structure similar to
=2SST.

b. Forcing of small-scale divergence field

It was remarked above that Fig. 8e shows structure related
to the SST field. This is next quantified by applying a bound-
ary layer model, similar to that of Lindzen and Nigam (1987),
Stevens et al. (2002), Back and Bretherton (2009), Takatama
et al. (2015), and Duffy et al. (2020). In our approach, we cal-
culate hydrostatic boundary layer pressure perturbations
from the boundary layer virtual temperature Ty [Eq. (9) of
Duffy et al. 2020], then estimate the surface divergence field
using Eq. (12) of the same paper, which is repeated here:

= ?U ffi psg«

Rdr0(«2 1 f 2)
�H

surface

=2Ty

T2
y

dz, (2)

where U is the depth-averaged horizontal wind vector, ps is
surface pressure, g is the acceleration due to gravity, Rd is the
gas constant for dry air, r0 is a reference air density (we use
r0 5 1.225), f is the Coriolis acceleration, Ty is the virtual tem-
perature, and H is the height of the boundary layer. Note that
for the calculation of hydrostatic boundary layer pressure per-
turbations and of the estimated surface divergence field, we
assume that pressure perturbations above H are zero. This is
all done using monthly mean values for December 2018. The
key step is to have some knowledge of the planetary bound-
ary layer (PBL) friction coefficient « (Rayleigh drag; note that
we neglect the effects of entrainment at the top of the bound-
ary layer.) Here, « is estimated from e 5 |t|/(|U|H) [corrected
from Takatama et al. (2015)], where t is the wind stress vec-
tor, and t andU are both monthly means for December 2018.
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We test two approaches motivated by Back and Bretherton
(2009) and Duffy et al. (2020):

• Method 1: Use monthly mean air temperature and humid-
ity from ERA5 to compute Ty. Then, by comparing the
estimated divergence field from Eq, (2) with the actual
divergence field, we can investigate how well the bound-
ary layer model represents the wind divergence response
to realistic pressure gradients.

• Method 2: In the second approach, =2Ty is estimated em-
pirically from =2SST, as detailed below. This allows for an
estimate of the surface divergence field directly as a func-
tion of =2SST. Comparing the estimate with our term 3 of
the decomposition should reveal how well the boundary
layer model simulates SST-forced effects.

For the second approach, =2Ty is estimated from =2SST as
follows. First, note that the spatial patterns of =2Ty at differ-
ent heights in the boundary layer look similar to =2SST but
are drastically weaker in magnitude (Fig. S7). Vertical sec-
tions of =2Ty that cut through prominent SST features are
next examined. A section at 508W (Fig. 9a) passes across a
cold SST eddy between 398 and 408N and has positive =2SST
and =2Ty. Another section, at 708W (Fig. 9b), crosses the Gulf
Stream northeast of Cape Hatteras between 378 and 388N, as-
sociated with negative =2SST and =2Ty. In both cases, =2Ty

rapidly decays with height, approaching zero at 850 hPa at
508W (Fig. 9a), while exhibiting a dipole in the vertical at 708W
with a weak oppositely signed pole above 850 hPa (Fig. 9b).
The ratio R5=2Ty /=

2SST is shown as a function of height
through the center of these features in Fig. 9c. [Note that R is al-
ready small,;0.1, at 1000 hPa and gets smaller above, as can be
anticipated from Fig. S7. This decay with height is much more
rapid than is assumed for the tropical investigations of, for ex-
ample, Lindzen and Nigam (1987) and Duffy et al. (2020), and
this is likely due to the much smaller scale of the Gulf Stream
SST field compared to the tropics.]

We then estimate =2Ty throughout the domain using

=2Ty (x, y, p) ffi R(p)=2SST(x, y), (3)

where p is pressure, choosing R(p) from one of the profiles in
Fig. 9c. In other words, a fixed decay with height of =2Ty is ap-
plied at every grid point within the domain. For method 2, the
vertical integration in Eq. (2) is done to local PBL height.
Further, we use lowest-model level Ty for the denominator in
the integrand in Eq. (2), but SST could also be used.

The key results from these approaches were as follows:

(i) The first result was that boundary layer–averaged Lapla-
cian of ERA5 virtual temperature Ty (=2Typbl; Fig. 10a,
as used in method 1) had many similarities with =2T2m
(Fig. 1c) and =2SST (Fig. 1b), indicating that for this
monthly mean case, the gradients in the SST field were
determining most of the boundary layer horizontal tem-
perature gradient fields. However, the magnitude of
=2Typbl was about an order of magnitude smaller than
=2T2m, due to smoothing effects by thermal advection.

(ii) Second, the Laplacian of boundary layer pressure per-
turbations (from method 1) was virtually identical to
=2SLP (Fig. S8), meaning that pressure perturbations
above the boundary layer had little effect on =2SLP. Re-
ferring back to Eq. (1) of this paper, it implies that the
second term on the right-hand side is dominant for this
monthly mean case.

(iii) Next, the estimated near-surface divergence Eq. (2) using
method 1 was derived assuming the depth of the boundary
layer H is equal to the local PBL height (Fig. 10b), and al-
ternative results assuming H is the height of the 850-hPa
surface are shown in Fig. S9. The corresponding friction co-
efficients « are shown in Fig. S10. The estimated divergence
field (Fig. 10b) shares some features with the actual diver-
gence field at 10 m (Fig. 10c) but appears to have a finer-
scale structure and is a bit weaker. The magnitude of

FIG. 9. The variation of Lap(Ty) with pressure from 1000 to 700 hPa. (a) Vertical cross section of Lap(Ty) at (a) 508W and (b) 708W.
(c) Vertical profiles of the ratio of Lap(Ty) to Lap(SST) through the center of features.
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features in the estimated divergence field compares
better with the divergence field from ERA5 depth av-
eraged to the PBL height (Fig. 10d), which seems rea-
sonable given that Eq. (2) shows the depth-averaged
divergence.

(iv) When using method 2 (Figs. 11a,b), the estimated diver-
gence field is somewhat more fine structured than using
method 1, as expected since it is mainly a function of
=2SST. A slightly stronger divergence field is obtained
when using R(p) from 37.58N, 708W (Fig. 11b) than from
39.58N, 508W, which may be anticipated from Fig. 9c,
which shows generally larger values of R(p) at the former
location up to 800 hPa. Note that although the results of
method 2 do not look very similar to the mean ERA5 di-
vergence averaged over the PBL (Fig. 11c), they do bear
a close resemblance to the median high-pass divergence
at 10 m (term 3; Fig. 11d), supporting our hypotheses
that the latter is mainly influenced by SST–boundary
layer processes. However, the pattern correlation s between
estimates from method 2 and the median high-pass diver-
gence at 10 m has a lower value (s 5 0.21) than that be-
tween method 1 and mean divergence (r 5 0.46). This is
partly because the assumption that all small-scale features
in nonextreme divergence are due to SST is not perfect,
and also the use of a fixed vertical profile R(p) excludes
the possibility of spatial lags (tilting) of anomalies of
=2Ty in the vertical.

(v) Both method 1 and method 2 give an estimated band of
convergence along the Gulf Stream northeast of Cape
Hatteras (e.g., between 758 and 708W; see red arrow in
Fig. 10a) that is too strong and too narrow compared to
the actual convergence from ERA5 (Figs. 10 and 11).
Meanwhile, a band of convergence located to the south
of this in the mean ERA5 field between 708 and 658W
(black arrow in Fig. 10d) is not well estimated. The lat-
ter does not appear in the median high-pass divergence
field (Fig. 11d), and thus it may be considered an ex-
treme (see also Fig. S13a).

The fact that the boundary layer model applying method 1
(using monthly mean ERA5 =2Ty and consequently realistic
=2SLP) does not well reproduce this signature of an extreme
suggests a limitation of the boundary layer model response
to extremes. Conversely, the fact that both method 1 and
method 2 show a too-strong convergence along the Gulf
Stream (red arrow, Fig. 10a) suggests a further limitation of
the boundary layer model in its response to SST. Limitations
may include the absence of entrainment and vertical mixing
in our implementation, the oversimplicity of linearized Ra-
leigh drag, inaccurate friction coefficients, and the absence of
nonlinear and tendency momentum budget terms in the
boundary layer model formulation. For example, the vertical-
mixing effect may modify the effect of =2Typbl, as suggested
by the downwind SST gradient that often takes positive values
(Fig. 1e), which would favor surface divergence and, possibly,

FIG. 10. Comparison of boundary layer modeled divergence field with actual divergence field from ERA5, Decem-
ber 2018 monthly mean. This uses method 1 of section 4b. (a) The Laplacian of boundary layer–averaged virtual air
temperature and (b) the estimated divergence field using (2) and integrating to the local PBL height. (c) The ERA5
divergence field at 10 m and (d) the ERA5 divergence field averaged over the local PBL height. Contours in (a) and
(b) are Laplacian (SST). Contours in (c) are SST as in Fig. 1. In (a) and (b), the correlation r with 10-m divergence is
shown.
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a relative weakening of the overstrong convergence band
along the Gulf Stream in the estimate.

It should also be noted that as the vertical motion at the
top of the boundary layer is related to the vertical integral of
the divergence via continuity (see also section 5), our bound-
ary layer model estimates imply vertical motion directly over
the Gulf Stream that is too strong and vertical motion result-
ing from the extreme event that is too weak.

The companion paper (N. Schneider et al. 2023, unpub-
lished manuscript) addresses some of these limitations using a
more sophisticated boundary layer model and an analysis ap-
proach that fully takes into account background wind direc-
tion and high-frequency variability. The remaining focus of
this paper instead is on the implications of the near-surface
convergence for processes higher in the boundary layer and in
the free troposphere, as seen in the ERA5 system with full
dynamics and assimilation.

5. Vertical structure and precipitation

a. Vertical structure of time-mean fields

Inspection of monthly average divergence fields at various
heights (Fig. 12) reveals that the overall magnitude of the di-
vergence and convergence signals reduces with height from a
maximum near the surface (Fig. 12a), and also that the meso-
scale signatures (e.g., in red box) decay fairly rapidly with
height (e.g., by 900 hPa; Fig. 12b). The main band of conver-
gence shifts to the north and west by 700 hPa (Fig. 12c), while
in the upper troposphere, there is mostly divergence above

the Gulf Stream (Fig. 12d), but not as clearly defined as in the
longer-term average shown in Minobe et al. (2008).

In contrast, the vertical motion, as represented by the time
derivative of pressure (referred to as omega), strengthens
with height (Fig. 13), with the largest magnitudes between
850 and 700 hPa (Figs. 13b,c), with some weakening and less
coherent structure at higher levels (Fig. 13d). The mesoscale
signatures (red box) remain strong until at least 850 hPa
(Fig. 13b), but again weaken at higher levels (Figs. 13c,d).
The strengthening of the vertical velocity structure with
height to 850 hPa, for example, for mesoscale signatures, is
to be expected from continuity, where the strong conver-
gence in the lowest layers of the atmosphere is accumulated
in a vertical integral to form the upward motion.

b. Precipitation

In this subsection, we ask how the results on NSWC dis-
cussed above relate to precipitation. Note that different re-
sults may apply as to whether the precipitation is stratiform or
convective. Stratiform precipitation results from widespread
updrafts such as those found at midlatitude fronts, or at sur-
face lows, whereas convective precipitation results from buoy-
ant ascent that tends to be orders of magnitude larger than
the ascent driving stratiform precipitation. It is noted, how-
ever, that convective rainfall frequently occurs in the vicinity
of stratiform precipitation as the associated widespread ascent
reduces the atmospheric stability. As such, there is a strong
relationship between NSWC and precipitation. Stratiform
precipitation is also known as large-scale or resolved precipi-
tation in models, while convective precipitation is typically

FIG. 11. Estimates of the divergence field following method 2 of section 4b for December 2018. (a) Using R(p)
from 39.58N, 508W and (b) using R(p) from 37.58N, 708W. (c) The ERA5 mean divergence field averaged over the
local PBL height, as in Figs. 10d, and (d) the ERA5 high-pass median divergence field at 10 m, a close-up of Fig. 8e.
In (a) and (b), the correlation s with high-pass median divergence is shown. All panels share the same color bar.
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subgrid scale (except for very high-resolution models) and is
parameterized, including in ERA5 (see section 2a).

This is illustrated with examples of hourly accumulations
(converted to mm day21) of both stratiform and convective
precipitation in Figs. 14a and 14c, for a time stamp close to
that of Fig. 2. As expected, the precipitation field is noticeably
dominated by the two atmospheric frontal systems (one in the
central to western basin, the other centered over the United
Kingdom), with the stratiform (large scale) precipitation ex-
hibiting a larger magnitude than the convective precipitation.
The total precipitation field (Fig. 14b) aligns well with the in-
stantaneous NSWC extremes (Fig. 14d).

The monthly averaged case is examined next. It is already
well known that in the midlatitude storm tracks, atmospheric
fronts are responsible for up to 90% of the rainfall (Catto et al.
2014), although this result depends on the resolution of the
dataset analyzed (Soster and Parfitt 2022). Is there also evi-
dence of the precipitation being organized by the boundary
layer processes discussed in sections 4a and 4b?

For the December 2018 monthly mean case, the large-scale
or stratiform precipitation is widespread in the northwest
Atlantic (Figs. 15a,c), and there is a hint of a spatial relationship
with the mean minus median divergence field metric including
the clustering near the Gulf Stream (cf. with Fig. 8a). Mean-
while, the convective precipitation in this month (Figs. 15b,d)
resembles aspects of the 850-hPa vertical motion (Fig. 13b)
and near-surface wind divergence fields (Figs. 1f and 8f), with
minimal precipitation inshore of the Gulf Stream, where there

is surface divergence and downward motion on average, and
maxima in precipitation where the NSWC and upward motion
is strong over the Gulf Stream, including evidence of meso-
scale ocean structure. As discussed above (sections 4 and 5a),
the near-surface wind divergence and 850-hPa upward motion
are, in turn, partly controlled by the boundary layer response
to =2SST and the downwind SST gradient. (To emphasize the
fact that the convective precipitation is strongly controlled by
the SST, SST contours are overlaid on Fig. 15d, showing that
the ocean front separates the strong convective precipitation
on the warm side from weaker precipitation on the cold side.)
Similar results are found for December 2016 mean precipita-
tion (Fig. S11).

Overall, the picture emerges that even if the mean field is
mainly an accumulation of precipitation in passing atmo-
spheric fronts, which, at first sight, do not seem to have an ob-
vious relationship to the SST field (Fig. 2), the warm side of
the Gulf Stream and North Atlantic Current stand out as
dominant regions for enhanced precipitation. This leads to
the question of whether the fronts are being generated by the
Gulf Stream system via the influence on the boundary layer,
or if they are simply having their moisture content modified
by the warm water, or a combination of the two. This and re-
lated questions are discussed in section 6c.

A more quantitative assessment of the relationship be-
tween precipitation and the near-surface divergence field can
be gleaned from spectral analysis, in a similar approach to
section 3b. The two fields are mostly out of phase, as expected,

FIG. 12. Divergence field at different vertical levels, one-month average, December 2018. As in Fig. 1, but showing
wind divergence at various vertical levels, as indicated. Note that the mesoscale signatures (e.g., in red box) decay
fairly rapidly with height. SST contours are overlaid as in Fig. 1.
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particularly for the low-wavenumber regime where coherence
is high (Figs. 16c,h). The resolved, stratiform precipitation has
very weak coherence (with the divergence field) at all wave-
lengths less than about 1000 km (Fig. 16a), whereas the con-
vective precipitation has a secondary peak in the mesoscale
regime already identified previously (see Figs. 6 and 7) that is
circled in Fig. 16b. In this regime, the phase difference is be-
tween 908 and 1808 (Fig. 16f). The narrow region of influence
of the boundary layer pressure-adjustment mechanism is con-
firmed by cross-spectral statistics between precipitation and
=2SST, which indicate a response only in the mesoscale
(circled) region and only in convective precipitation (Fig. S12).

6. Discussion

a. How does this relate to previous work?

This paper aims to reconcile previous work, using a state-
of-the-art reanalysis, and it has highlighted a combination of
processes that give rise to the NSWC. These processes were
identified in previous work, but their relative role was de-
bated. For example, Feliks et al. (2004, 2007) diagnose a
boundary layer–forced response plus an upper-level response;
see also Brachet et al. (2012). Their decomposition [Eq. (1)
here] provides insight into the processes at work and inspires
the decomposition in section 4a. Those authors did not explic-
itly discuss atmospheric fronts, although Brachet et al. (2012)
did discuss the role of synoptic variability. They also identified
a 10-day time scale as dividing out the synoptic compared
with longer-term processes, similar to the present results.

Meanwhile, Minobe et al. (2008) discussed both the role of
the boundary layer–forced NSWC and synoptic storm pro-
cesses but did not fully separate their contributions. However,
they noted the similarity of the divergence field to =2SST,
which we show is not just coincidence}=2(SST and T2m) are
indeed important forcing factors at particular time and space
scales. Minobe et al. (2010) and Kuwano-Yoshida et al. (2010)
also show that the vast majority of the precipitation response
to the SST front relaxation is from convective precipitation,
not stratiform precipitation. Following on from that work,
Takatama et al. (2015) investigated the strong relationship of
the divergence field to =2SLP and quoted this as evidence
of the pressure-adjustment mechanism, but they did not
quantify the key link between =2SLP and =2SST, which is
not active on all time scales (see Figs. 2 and 7).

O’Neill et al. (2017) illustrated the strong influence of ex-
tremes on the time-mean divergence field, but, as mentioned
above, they also show the importance of the large-scale diver-
gence, as well as results hinting at the presence of small-scale
boundary layer processes (section 4a).

Parfitt and Seo (2018) identified the importance of atmo-
sphere fronts, suggesting they contribute almost all of the
time-mean NSWC over the Gulf Stream, using conditional
analysis. Their findings were based on the divergence field
at 900 hPa. Our Fig. 12 shows that the signature of the me-
soscale ocean on divergence is much weaker at 900 hPa than
at the surface;–however, the important vertical motion field
strengthens up to at least 850 hPa. Our Fig. 8 also shows
that when the extremes are removed, the overall field is
mostly divergent, consistent with Parfitt and Seo (2018), and

FIG. 13. Vertical pressure velocity omega at various vertical levels, as indicated, for a one-month average, Decem-
ber 2018. Negative values are upward velocities. The mesoscale signatures [e.g., red box in (a)] remain strong until at
least 850 hPa but weaken at higher levels.
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it is only when a spatial filter is applied to this residual field
that the boundary layer impact is visible.

b. Dynamics of processes forcing divergence field
variability

This paper has not aimed to make a full investigation of the dy-
namics and thermodynamics occurring either in the atmosphere
frontal processes, or the SST-driven boundary layer response, ex-
cepting the brief diagnosis in section 4b. Full investigations have
been done elsewhere (e.g., see recent papers Wenegrat and
Arthur 2018; Skyllingstad et al. 2019; Sullivan et al. 2020, 2021;
Sullivan and McWilliams 2022; Schneider 2020; Reeder et al.
2021; Masunaga and Schneider 2022; N. Schneider et al. 2023,
unpublished manuscript). However, the analysis presented here,
in particular the spectral coherence results, hints at dynamics such
as the following:

(i) From existing literature and theory, the expectation is
that under low wind speeds, the pressure-adjustment
mechanism (represented by =2SST and =2SLP) is most
important for boundary layer convergence, but at higher
wind speeds, the vertical mixing dominates (represented
by the downwind SST gradient) (Spall 2007; Schneider
and Qiu 2015; Schneider 2020; Samelson et al. 2020).
The Gulf Stream region in winter often experiences
strong winds (see, e.g., Marshall et al. 2009), which may
hint of a bigger effect of vertical mixing, for which a met-
ric is the downwind SST gradient. However, section 4b

points at a role also for the pressure-adjustment mecha-
nism, and both processes are likely important. Takatama
et al. (2015) suggest that vertical mixing is most impor-
tant for the wind curl, while pressure adjustment mainly
drives the small-scale divergence field on time scales of a
month and more.

(ii) The results of this paper could be interpreted as particu-
lar processes only acting at certain time and space scales
(suggested, e.g., by the spectral analysis of section 3b)
Another, subtly different, interpretation is that the pro-
cesses dominate at certain scales but still operate at
other scales, albeit with a weak magnitude that may not
rise above the noise level. The spectral analysis could
then be reinterpreted as, for example, synoptic storms
and atmospheric fronts dominating at subdaily time
scales, with such regularity and large magnitude that the
boundary layer response is not distinguishable from
noise. Further, it should be noted that SST fields (on the
reanalysis grid of ;0.318) do not change much on shorter-
than-10-day time scales, so that methods such as coher-
ence and regressions will struggle to detect any response
to SST at these time scales.

(iii) A companion paper by (N. Schneider et al. 2023, unpub-
lished manuscript) explores the previous point further,
based on the approximation that the divergence field is
the sum of 1) synoptic/frontal variations, 2) boundary
layer variations driven directly by the underlying SST,
and 3) their interactions. The additional consideration

FIG. 14. Precipitation fields in December 2018: precipitation at time stamp corresponding to Fig. 2. (a) Large-scale,
stratiform part, (b) total, and (c) convective part. The corresponding near-surface divergence field is shown in
(d), repeated from Fig. 2. Note the nonlinear color scale for precipitation, every 0.5 mm day21 to 5 mm day21, then
every 5 mm day21 thereafter.
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to that detailed in the current paper is that the direct
SST influence (2) is itself modified by the synoptic varia-
tions in wind. (We briefly touch on it here by consider-
ing the downwind SST gradient in sections 3a and 4b.)
The more comprehensive approach of N. Schneider
et al. (2023, unpublished manuscript) allows for clean
separation of, for example, pressure gradient and vertical-
mixing effects, but is limited by not explicitly including the
effect of underlying SST on atmosphere fronts and storms
via the boundary layer.

(iv) Another approach to separate out the role of intrinsic
atmosphere dynamics from the boundary layer process
is to use ensemble averages of atmosphere state. An ex-
ample is the high-resolution “interactive ensemble” of
Kirtman et al. (2017), where the average of an ensemble
of atmosphere simulations is used to force a single ocean
model (and the ocean state in turn is passed to each of
the atmosphere ensemble members). A main result from
their work was that the correlation between monthly
anomalies of SST and convective precipitation is much
higher when using the ensemble average, which has much
of the atmosphere weather “noise” removed, than for a
given ensemble member, or for a regular high-resolution
coupled model. Particularly large correlations are seen in
western boundary currents like the Gulf Stream. As con-
vective precipitation and NSWC are dynamically related
(e.g., see Figs. 14–16), it is likely that a similar result would
hold for NSWC in the interactive ensemble. Future work
could explore the interactive ensemble as an approach to

distinguish the different processes at work, especially at
short time scales where normally the synoptic variability
dominates.

c. On the influence of boundary layer process on
extreme events

In this paper, boundary layer processes and extreme events
have been treated, for the most part, as independent. How-
ever, there should be some interaction, as alluded to in point
(iii) of the previous subsection. Here, we expand on this.

First, from a storm-track perspective, Nakamura et al. (2004),
Hotta and Nakamura (2011), Small et al. (2014), Kuwano-Yoshida
and Minobe (2017) and many others have noted that low-level
atmosphere temperature gradients (in the horizontal and verti-
cal) are affected by SST fronts such as the Gulf Stream, via di-
abatic heating from the surface, in turn modifying and often
strengthening the atmospheric baroclinicity that synoptic ed-
dies feed off. The atmosphere fronts associated with synoptic
eddies are the likely cause of most extreme events over the
Gulf Stream, especially in winter, as identified by, for example,
O’Neill et al. (2017) and Parfitt and Seo (2018).

Reeder et al. (2021) examined this further and classified
frontogenesis in the region, subdividing it into adiabatic
frontogenesis (fronts formed due to dynamic mechanisms)
and diabatic frontogenesis (fronts formed due to thermody-
namic mechanisms such as differential surface heating). They
concluded that diabatic frontogenesis could occur over the
Gulf Stream but only when strong preexisting fronts were not

FIG. 15. Monthly average precipitation fields from December 2018. (a),(c) Large-scale (stratiform) precipitation
and (b),(d) convective precipitation. The lower panels are respective close-ups of the Gulf Stream region. SST con-
tours are overlaid in (d).
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present in the airflow. (An implication of this is that the kind
of situation shown in Fig. 2 of this paper is not ideal for
frontogenesis over the Gulf Stream.)

Masunaga et al. (2020a,b) suggest some link between the
occurrence of atmosphere fronts and boundary layer pro-
cesses. They showed that typical weather patterns (“clusters”)
associated with NSWC over the Gulf Stream in the JRA-55
reanalysis (Kobayashi et al. 2015) were associated with frontal
occurrence suggested to be due to diabatic heating from the
surface.

Diabatic frontogenesis over the Gulf Stream is due to large
sensible heat flux gradients (Parfitt et al. 2016; Parfitt and
Kwon 2020), which are also essential to the pressure gradient
mechanism (and may occur concurrently with vertical mixing).
Further, the adiabatic term also has a temperature gradient
dependence, and as such, any diabatic effects as communi-
cated through the pressure-adjustment mechanism can still po-
tentially influence the extreme fronts that are adiabatically
dominated. Thus, we see a link between the boundary layer
mechanisms and the extreme events.

The possibility that the processes discussed by Minobe
et al. (2008) may occur in individual storms has also been
investigated by Vannière et al. (2017a), identifying the

pressure-adjustment mechanism working in the cold sector
of a storm, once again due to the large sensible and latent
heat fluxes.

The key question is how dominant are the processes iden-
tified above? Reeder et al. (2021) found a bigger influence
of adiabatic frontogenesis than diabatic frontogenesis when
preexisting fronts were in the airflow. Further, cold-sector
precipitation found by Vannière et al. (2017b) was about
13% of the total precipitation in a long record from ERA-
Interim.

Further insight can be gained from Fig. 8a, the map of ex-
tremes in the month of December 2018. A close inspection
reveals one particularly strong feature (arrowed in the
figure), which lies almost along the Gulf Stream front. This
could be an example of strong “diabatic frontogenesis” (due
to one event, or to a series of instantaneous events occurring
at the same location), whereas most of the rest of the field in
Fig. 8a is from adiabatic frontogenesis (more simply, the
strong propagating storms like those in Fig. 2). A close-up
of Fig. 8a, with SST contours overlaid, is shown in Fig. S13,
together with a similar example from another year. The
mechanisms for extremes such as these will be a subject of
future work.

FIG. 16. Wavenumber–frequency spectra between near-surface divergence and precipitation. As in Fig. 6, but for (a),(d) large-scale (stratiform)
precipitation; (b),(f) convective parameterization; and (c),(h) total precipitation.
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7. Conclusions

This paper has reinvestigated NSWC over the Gulf Stream
and its relationship to SST, vertical motion, and precipitation.
It finds that the various processes identified in previous work
are all operating but are dominant at different space and time
scales. In general, previous work used isolated metrics or the-
ories that tended to highlight one mechanism over another; in
contrast, our work is able to separate out and quantify the dif-
ferent processes. The high-resolution ERA5 reanalysis data
are used for the current investigation. ERA5 has a reasonable
representation of extremes and small-scale structures, although
previous work has shown it underestimates wind response to
SST by 20%–30%.

Specifically, NSWC at short time scales of 10 days or less
shows the prominent signature of the frontal components of
atmospheric weather systems, but on longer time scales, the
influence of boundary layer processes directly relating to the
underlying SST becomes more visible as atmosphere fronts
are averaged out to some extent, although they do leave an
important residual. Both these processes occur over similar
spatial scales (atmosphere fronts are ;100 km across front
but can extend thousands of kilometers along front; the Gulf
Stream has a similar extent and width) and so applying spatial
filters to isolate the features can be challenging. In this paper,
a simple approach has been used to isolate extreme events
(which are usually attributed to atmosphere fronts) via
differencing the mean and median fields.

It is found that the time-mean divergence field comprises
three main parts:

1) Atmosphere fronts and extremes mainly acting on synop-
tic time scales but leaving a residual of convergence in the
time mean.

2) A background, large-scale divergence.
3) A small-scale structure impacted by SST and boundary

layer processes.

In fact, these processes can be interlinked; for example, direct
boundary layer responses to SST could induce quasistationary
fronts (Masunaga et al. 2020a,b), combining parts 1 and 3.

Quantitatively, all these contributions have local ampli-
tudes up to 1 3 1025 s21, comparable to the time-average to-
tal field (see Fig. 8). Note that as parts 1 and 2 above have
mostly one sign over the region of interest, whereas part 3 is
dual signed with no dominant sign, it can be inferred that
parts 1 and 2 make a larger contribution when averaged over
a large spatial area.

A boundary layer model is used to interpret the findings
above. This idealized model showed some skill in reproducing
the ERA5 near-surface divergence field, except that it overes-
timated the convergence occurring over the Gulf Stream after
it separates from the coast at Cape Hatteras, while it underes-
timated the effect of extremes on the divergence field.

As well as NSWC, the vertical structure of convergence
and of vertical motion was investigated, and it was found that
the small-scale SST-forced signature in the divergence field
rapidly decayed with height within the boundary layer, whereas
the signature in vertical motion extended to ;850–700 hPa.

The resulting precipitation fields hinted at directly SST-forced
structure in the convective part, whereas the large-scale (strati-
form) part showed a broader spread of precipitation likely asso-
ciated with clustering of atmospheric fronts around the Gulf
Stream/western basin.

Recent work has identified remote response to the Gulf
Stream mean state and variability (Hand et al. 2014; Wills et al.
2016; Siqueira and Kirtman 2016; Lee et al. 2018). The precipita-
tion results just discussed suggest that some of the remote re-
sponse is due to direct response to SST variability (via convective
part and subsequent diabatic heating) and some is due to modu-
lation of atmosphere front clustering (stratiform part). To quan-
tify the impact of these two paths on remote response would be
useful future work, as would be an assessment of the ERA5 pre-
cipitation relative to satellite data and other reanalyses.
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